System, method and computer program product for providing computing service-
power to Service-Users via a heterogeneous distributed computing environment

ABSTRACT

The present invention discloses system and method for providing computing service-power to Service-User
via a heterogeneous distributed computing environment, especially via a Grid-Computing—Environment
using a new Grid Service-Broker, wherein the Grid Service-Broker is characterized by a Central Service-
Broker part and a Distributed Service-Broker part being connected via communication infrastructure,
wherein said Central Service-Broker part and said Distributed Service-Broker part providing a service-centric
approach, wherein said service-centric approach provides service-power measured in Service-Units,
wherein said Service-Units are defined and used by the Service-Broker in a way to be a resource
independent and to be general transformable in a distributed heterogeneous environment, wherein said
Central Service-Broker uses a Meta-Scheduling Service for distributing service-requests to the appropriate
processing domains which is based on projected Service-Units needed to process the incoming service-
requests, wherein said Meta-Scheduling-Service receives collected information from the Distributed Service-
Broker, said collected information comprises information about the projected Service-Units needed to
process the incoming requests and remaining service-power capacity on each of the Service-Provider
processing domains, wherein said distribution of said service-requests to the appropriate processing
domains is performed by a Band Mapping component being part of said Central Service-Broker mapping
incoming service-requests to a specific Band, each Band represents a certain amount of Service-Power
measured in Service-Units with an agreed Quality of Service, wherein each of said Band can be dynamically
configured by a Band Transformer being part of the Distributed Service-Broker which sets the individual
Band boundaries, wherein the conjunction of the availability of service-power measured in Service-Units and
the Band mechanism allowing resource independent and transformable economic distribution of service
requests within a heterogeneous distributed computing environment. (Fig. 2 A)

Field of Invention

The present invention generally relates to a system nethod and conputer program
product for providing conputing service-power to Service-Users via a

het er ogeneous distributed conputing environment, especially a Gid-Conputing-
Environment. In particular, the present invention relates to a new Gid Service-
Broker infrastructure for nanagi ng conputing servi ce-power brokerage, service-
request scheduling and profit optimzation within a dynam ¢ heterogeneous Gid-
Conput i ng- Envi r onnent .

Background of Invention

The traditional approach to get conputing-service power is shown in the high

| evel picture of Fig.1 A It shows an End-User requesting conputing-Service-
power froma Service-Provider. In the nost cases the Service-User has a direct
relationship with the Service-Provider (e.g. via contracts and Service Level
Agreenents for specific computing services). The Service-Provider nanages his
conputing resources (e.g. processing, storage, network, etc.) on a resource

| evel via Resource Managenment tools (Load Bal ancer, Resource Manager, etc.).
These tools are optimized to allow for a high resource utilization and therefore
to reach a higher profit. The Service-User pays for the conputing service-power
based on the resource usage and price structure contracted with the provider.
The resource usage and pricing structure is nore or less static in nature and
covered by the Service Provider for peek-level demands (based on fixed contracts
with the Service-User).

In a Gid-Conputing-Environment (see Fig. 1B) the rel ationship between Service-

User and Service-Provider changes due to the dynanic and heterogeneous nature of
the environnent. A direct relationship to a specific Gid Service-Provider wll

be not the standard case anynore.



The conmercial excitement surrounding Gid conputing has two comonly mentioned
aspects, which are the efficient and flexible use of resources, covering cost
reduction and opportunity.

The application areas as of today are primary those which require | arge-scale
conputation. There are exanples in nost industries, like risk analysis in
finance, digital rendering in tel ecomunication & nmedia, mechanical/electrica
design, finite elenment analysis, failure analysis in Manufacturing, reservoir
anal ysis in Energy, and so on. However besides this heavy conputational space
there is an severely energi ng denmand for grid techniques in the conmercial |T-
busi ness.

Al'l these applications have a denmand on resources fromthe Gid. Fundanentally
these resources are at the |owest |evel processors, storage, and bandw dth, al
of which are phasing dynanic requests, which consequently |eads to dynamc
opportunity val ue or cost.

Additionally a Grid is in its nobst general forma |arge, shared, heterogeneous,
resource pool that crosses intra-and/or inter-organizational boundaries (see
Fig. 1B) and which is not limted to a peer-to-peer relationship.

The concept of coupling geographically distributed conputing resources for
solving |l arge-scal e conputing problens is beconing increasingly popular,
establishing what is today called Gid- Computing. The managenent of resources
in the Gid-Environment becones conplex as they are (geographically)

di stributed, heterogeneous in nature, owned by different

i ndi vi dual s/ organi zati ons each having their own resource nanagenent policies and
di fferent access-process-and-cost nodels. In addition a shift fromthe |arge-
scal e conmputational Gid-Users (requesting specific resources in a given anpunt
of time) to nore service-oriented Gid-Users (requesting Gid- Services)

requi res a new scheduling, reservation and processing approach for the Gid-
Envi ronment .

PRI OR ART

Most of the known sol utions today which try to resolve the resource allocation
and job scheduling problemare resource-centric. This neans the scheduling and
al | ocation process works on a |ow |l evel for specific resources. These mechani sns
are mainly inplemented in Load Bal ancer and Resource Manager type of components
as part of a honbgeneous system environment with the main focus to share these
resources to nultiple Service-Users. There have been several approaches to

i ncl ude auction mechanisns to assist in the allocation of conputing resources.

Most of the related work in Gid-Conmputing dedicated to resource nanagenent and
schedul i ng probl ens adopt a conventional style where a scheduling conponent

deci des which jobs are to be executed at which site based on certain “cost
functions”. Such “cost functions” are often driven by resource-centric
paraneters that enhance systemthroughput and utilization rather than inproving
the profit for application processing. They treat resources as if they all cost
the sane price and the results of all applications have the same val ue even

t hough this may not be the case in reality. The Service-User does not want to
pay the highest price but wants to negotiate a particular price based on the
demand, supply, market value, priority and avail able budget. Al so, the results
of different applications have different values at different times based on a
different operational risk for the processing.

A Service-User is in conpetition with other Service-Users and a Service-Provi der
with other Service-Providers. A new research area called Gid-Econonics
di scusses these aspects.

Besi des pure technical nmethods for | oad bal ancing or job scheduling, as used
today i n honbgenous conputing environnents, nore sophisticated techniques are



required. In fact the addressed problematic is investigated by the Gid-
Economi cs, an emerging field of applied research and experinmentation. It ainms at
provi di ng econom cally sound busi ness anal ysis and software products, which wll
hel p organi zati ons to nmanage the nonetization of shared | T-resources and
services. This new field naterializes existing know edge and techni ques from
several fields |like e-comerce (e-auctions, e-marketplaces), nmarket design
(common practices/recipes in established narkets) stochastic optinization
(portfolio theory, derivatives, real options), commdity markets (pricing and
risk for electricity, oil, etc.), network/bandw dth pricing (network effects),
mar ket - based control (artificial economes).

Key for any acceptable solution is primarily business requirenments driven
approaches. Any approach need to answer the questions |ike: which service
request gets what, when, how much, and what service guarantee? Foll owed by
guestions of value of pre-reserved Service slots in the future, including the
qguestion how will this value change as function of time. This states clearly
that the Iower level Gid-Products specified by CPU Menory and Bandwi dth are
not sufficient.

Usi ng standal one auction nmechanisns to allocate conputing resources (service) is
not sufficient to solve the scheduling and reservation problems. Auctions can be
used to guide in finding an actual market price. This is nandatory but not
sufficient to optimze the profit for a Service-Provider

Current inplenentations of Gid-Brokers used sone type of auction mechani sms

| ead by the Service-User (jobs bidding for resources) to optim ze the budget and
the resource allocation. Froma Service-Providers perspective a nodified auction
mechani smis necessary |ead by the Service-Provider (resources bidding for jobs)
to optimze their profit.

Rudi ment ary auction mechani sms in conmbination with economic optimn zati on nodel s
aimng in an optinmal allocation of conputing resources have been explored mainly
inthe field of |oad bal ancing for honbgenous systens. However this approach
covered this space insufficiently.

St andard aucti on nechani sns are facing performance i ssues during the negotiation
phase due to the |l arge number of auction runs and re-tries necessary to handle

i ndi vidual jobs. This leads to a trenendous overhead in conmunication in bad
response tine.

hj ect of the present invention

It is object of the present invention to provide a system nethod and conputer
program product for providing conputing service-power to Service-User by using a
het er ogeneous computi ng envi ronnent avoi di ng the di sadvantages of the prior art.

Sunmary of the present invention

The present invention provides a new approach on how Servi ce- Request ors and
Service-Providers can use conputing resources. This includes new ways in the
conmuni cation and in the allocation of conputing resources within a distributed
het er ogeneous conputi ng envi ronnent.

The traditional resource-centric approach on using conputing resources has been
extended to a level of a service-centric trading of conputing service-power
nmeasured in Service-Units. These Service-Units has been defined in a way to be
resource i ndependent and to be general transfornable in a distributed

het er ogeneous conputing environnent. The tradi ng of service-power between

Servi ce- Requestors and Service-Providers is performed by a Service-Broker
conmponent .

This Service-Broker consists of a Central Service-Broker part and a Distributed
Service-Broker part running within a Service-Provider-domain. A Service-



Provi der-donain itself can contain nultiple processing-domai ns (heterogeneous
conputing systens e.g. Gids or Clusters). The Service-Provider-domain is
managed by the Central Service-Broker part comunicating to each of its

Di stributed Service-Broker parts which are running in the processing-donains. A
novel Meta-Scheduling Service is used to distribute the service-requests to the
processi ng-domai ns. The Distributed Service-Broker uses |ocal Resource-Managers
or Workl oad- Managers capabilities to dispatch the service-request for fina
processing and to fulfill the Service-Providers objectives.

In order to optinize the profit for the Service-Provider-donmain a new et hod
(Band Distribution Al gorithmfor Processing Domains - BDAfPD) is used by the
Service-Broker to allow a multi-objective-optinization for the distribution
(schedul i ng) of Service-Requests to processing-donai ns (Meta-Schedul i ng-
Service). In addition the BDAfPD correl ates service-requests to specific

Busi ness- Products and Busi ness-Processes of the Service-Provider-domain in order
to allow for a service-centric processing (Band Mapping Unit). A novel feature
i npl enented by the Service-Broker is a nethod to dynamically adapt the service-
power supply for processing-domains to the actual and future (expected) Demand.
This is mainly handl ed by the dynam ¢ Band Managenent conponent-Band
Transf or mer.

The Distributed Service-Broker part uses an advanced reservation-schene to plan
the traded service-power. The reservation-schene allows for the planning of
servi ce- power-requests and servi ce-power-reservation-requests. A basic
Reservation Unit is represented by a reservation-slot which is a fixed or

vari abl e capacity of service-power in a single period of time. Using the
advanced Reservation-schene the Distributed Service-Broker is able to optim ze
t he processing according to QoS-Paraneter (e.g. Tineline, elapse-tine, etc.),
utilization and profit optimzation targets by snoothing the peek-1oad denands
over periods of time. This can be based on historical tine series analysis
(using Performance-1ndex data, profit data, etc.) collected by the data-

col l ection-service over tinme and eval uated by the data historical simulation
servi ce.

The On- Denmand- Val ue Cal cul ati on (ODVC) perforned by the Distributed Service-
Broker part is used to represent a processing domain specific market-value for
service-requests. It allows for an optim zed auction process in trading service-
power which is needed by the processing of service-requests. The novel auction
process which can be used by the Service-Broker is called “Capacity-Seal ed-Bid
Auction”.

Brief Description of the several views of the draw ngs

The above, as well as additional objectives, features and advantages of the
present invention will be apparent in the following detailed witten
descri ption.

The novel features of the invention are set forth in the appended clains. The
invention itself, however, as well as a preferred node of use, further

obj ectives, and advantages thereof, will be best understood by reference to the
followi ng detail ed description of an illustrative enbodi nent when read in
conjunction with the acconpanyi ng draw ngs, wherein:

Fig. 1 A shows the traditional prior art approach for providing conputing
service-power to Service-Users via a heterogeneous distributed conputing
envi ronnent,

Fig. 1 B shows a typical prior art Gid-Conputing-Environment with heterogeneous
resources spanning cross organi zati onal boundari es,



Fig. 2 A shows a new approach for providing conputing service-power to Service-
Users via a Gid-Conmputing-Environnent by using the inventive Gid Service-
Broker infrastructure,

Fig. 2 B shows a generalized inventive approach by using Gid- Service-Brokers
to deal conputing Service Power fromdifferent Gid-Service Providers,

Fig. 2 C shows the inventive Grid Service-Broker infrastructure including
Central Service-Broker part and the Distributed Gid Service-Broker part,

Fig. 2 D shows the Profiler component being part of the inventive Central Gid-
Servi ce Broker part,

Fig. 2 E shows G obal Bulletin Board and Col |l ection Service being part of the
Central Grid Service-Broker part,

Fig. 2 F shows the On-Denmand I nformation Service being part of the Central Gid
Servi ce-Broker part,

Fig. 2 G shows the Band Mapping Unit being part of the Central Gid Service-
Br oker part,

Fig. 2 Hshows Distributor, Receiver, Mediator Service being part of the Central
Grid-Service Broker part,

Fig. 2 1 shows an interaction diagram of the conponents in the Central Gid
Servi ce- Broker part,

Fig. 2 J shows the infrastructure of the inventive Distributed Gid Service-
Br oker part,

Fig. 2 K shows the On-Denmand I nfornmation Service being part of the Distributed
Grid Service-Broker part,

Fig. 2 L shows the Auction Unit being part of the Distributed Gid Service-
Br oker part,

Fig. 2 Mshows the Bulletin Board conponent being part of the Distributed Gid
Servi ce-Broker part,

Fig. 2 N shows the Data Collection Unit being part of the Distributed Gid
Servi ce-Broker part,

Fig. 2 O shows the Band Transforner conponent being part of the Distributed Gid
Servi ce- Br oker,

Fig. 2 P shows the Dispatcher conponent being part of the Distributed Gid
Servi ce-Broker part,

Fig. 2 R shows the interaction diagram between the conponents of the Distributed
Gid Server-Broker part,

Fig. 3 A shows an enbodi nent of the inventive Gid Service-Broker in a Local
Mar ket ,

Fig. 3 B shows an enbodi nent of the inventive Gid Service-Broker in a d obal
Mar ket ,

Fig. 3 C shows an enbodi nent of the reservation process performed by the
inventive Gid Service-Broker,

Fig. 3 D shows an enbodi nent of the inventive Gid Service-Broker using a Meta
Schedul er,



Fig. 3 E shows the basic flow of Fig. 3 D,

Fig. 3 F/G H shows enbodi nents of a Reservation schene of the inventive Gid
Ser vi ce- Br oker,

Fig. 3 1 shows the novel auction process between Central Gid Service-Broker
part and Distributed Gid Service-Broker part of the present invention,

Fig. 3 J/K show a preferred enbodi nent of comuni cation flow of the novel
auction process as shown in Fig. 31,

Fig. 4 A—- Cshowthe prior art dobus Gid architecture, and

Fig. 5 A - G show an inplenentation of the inventive Gid Service-Broker in the
prior art G obus-Gid architecture as shown in Fig. 4 A-C

As set forth belowin Fig. 2 A - R the basic conmponents of the inventive

Servi ce-Broker are described in conjunction with a Gid-Environnent. However the
basi ¢ components of the present invention may also be used in any distributed
het er ogeneous or honpbgeneous conputing environment requiring a servi ce—broker
for distributing service-requests to Service-Providers providing conmputing

servi ce- power.

The inventive new approach as shown in Fig. 2 A nodifies the traditional
approach by providi ng new conponents and a new conmuni cati on structure for the
Gri d- Conput i ng- Envi ronnent .

A maj or conponent newy introduced by the present invention is the Service-
Broker called Gid Service-Broker in the Gid- Environment which inplenents

nmedi at or-type broking services for unique conputing service-power between Gid
Service-Users and Gid Service-Providers. The Grid Servi ce—Broker abstracts
conputing resources to the | evel of conputing service-power neasured in Service-
Units. It includes a Meta-Schedul er for Econonmic Optinization Mddel Level 3
(EOWL3) .

A Gid Service-User which could be a hunan End- User, autonmated process,
application system etc. needs conputing service-power to process service-
requests, e.g. business products. The denmand for computing service-power is
recogni zed by the Gid Service-Broker conponent which is part of a Gid Service-
Provi ders environment. The Central -(Gid Service) Broker part of the Gid
Service-Broker forns a unique service-request (based on the Gid Service-Users
requi renents) and negotiates this request using an Econom c Optim zati on Model
Level 3 with its Distributed-Broker counterparts running in each Gid-Processing
Domai n. The Distributed-Brokers connects to | ocal Resource Managers to perform
the final processing of service-requests. The Grid Service-User pays for the
delivered service-power to the Gid Service-Broker.

The general usage of the inventive Gid Service-Broker approach is shown in Fig.
2 B. It shows different Gid Service-Users demandi ng Conmputing Servi ce- Power
fromdifferent Grid Service-Providers. This is done by the Gid Service-Brokers
breaki ng the conputing service-power of each individual Service-Provider. The
Service-Provider could run several Gid-Donains, which are covered by the Gid
Service-Broker looking to the Grid Service-User as a single Service-Provider
Domai n. There is no nore a direct computing resource usage by a Service-User due
to the abstraction of the conmputing resources to the |evel of conputing service-
power performed by the Grid Service-Broker.

The follow ng part of the patent description describes the software architecture
of the inventive Gid Service-Broker. The Grid Service-Broker is structured into
a Central Gid Service-Broker and a Distributed Gid Service-Broker mgjor part,
performng the main tasks described at the Fig. 2 C- 2 R



Now a nore detailed structure of each conponent within the nmgjor parts of the
Gid Service-Broker is described.

The Central Grid Service-Broker part is structured into the major conponents as
shown in Fig. 2 C

A Formatter conmponent (which is not necessarily a part of the Gid Service-
Broker) receives incom ng service-requests from Service-Users. The pre-formatted
service-request-work-unit (SRWJ) is given to the Profiler (1) conponent of the
Central Service-Broker (see Fig. 2 D).

The Profiler (see Fig. 2 D) checks the authorization and the requirenents of
servi ce-requests denmandi ng service-power (building profiles: CSE=Customner
Service Elements, QS=Quality of Service). It initializes the SRAWJ with

i nfornmati on about Q0S, PSUN (Projected Service Units Needed to process the SRW)
and Band type. This is done by using the dobal Bulletin Board (2). The Bulletin
Board provides storage structures to maintain Gid Service-Broker infornmation
(e.g. Profiles, history tables, statistical data (tine series), etc.). See Fig.
2 E for an exanple. In case the Band Mappi ng (product napping) fails, e.g. the
SRWJ type is not supported by the Service-Provider (e.g. appropriate business
products are not provided) the Mediator conponent is invoked to handle / trade
the SRWJ outside the Service-Providers domain (e.g. Gobal Gid).

The A obal Bulletin Board gets actual information by a conponent called

Col l ection Service (3; see Fig. 2 E) which dynanmically collects statistical data
about the managed processing domains. It also allows the PDs to set and update
their global information (e.g. prices). To get the required information the

Col | ection Service uses |ow|evel communication infra-structure services which
is called On-Denmand Information Service (4). This conponent explores the
underlying infrastructure service, e.g. Gobus GS, Gid-Explorer or the Gid-
Service Broker Message service to collect the data (see Fig. 2 F).

Havi ng val i dated and profiled the SRWJ a hand over of the request to the Band
Mapping Unit (5; BMJ) is perforned by the Profiler conponent. Major tasks of the
BMJ (see Fig. 2 G are:

gl obal (Service-Provider |level) optinization of the Bands,

Tradi ng of SRWJs (service-power) and establishment of price,

Expl ores micro econom ¢ nechanisns for trading (e.g. denand-set, feasible-set,
auction process).

Leads auctions process (e.g. Capacity Sealed-Bid auction) to get offers for the
PDs, Builds proposal -set and perform Reservation to finalize the trade.

The conmuni cation process needed for SRWJ scheduling (to the Distributed
Service-Broker, global Gid, Formatter, Profiler) is supported by the

Di stributor, Receiver, Mediator (6) service conmponent which encapsul ates the
underlying infrastructure (see Fig. 2 H). Queuing mechani sms can be used to
handl e the conmuni cati on between the conponents internally (e.g. SRW

| nput / Qut put queue).

The fl ow between the conponents for the data collection, profiling, mapping and
scheduling of SRMJs in the Central Gid Service-Broker part is described by
i nteraction diagramFig. 2I.

The Distributed Gid Service-Broker part with its major conponents is shown in
Fig. 2 J.

The On-Denand | nfornmation Services (1) conponent of the Distributed Gid
Service-Broker is the counterpart to the Central Gid Service-Broker conponent
described by Fig. 2 F. It is responsible for the comruni cation and the control
process needed for auctions, data service and Central Gid-Service- Broker
recomendations (e.g. Optinization for band settings; see Fig. 2 K).



Recei ving a Bid-Request to participate in an auction process the Auction Unit
(2) component is triggered by the On-Demand Information Service. It is

responsi ble to handl e an auction process (e.g. Capacity Seal ed-Bid Auction) with
the Central Gid Service-Broker part until the final reservation step. It uses
plug-in type nechanismto performthe On-Demand-Val ue cal cul ation and to support
different auction types. Finally it invokes the planning for SRWJ processing to
keep the required QoS and to smooth workl oad usi ng an advanced Reservation
schenme (see Fig. 2 L).

The Distributed Gid Service-Broker part owns a local Bulletin Board (3) to

mai ntain data utilized by different conmponents. It contains profile, statistical
and historical data of the processing domai n managed by the Distributed Broker.
The reservati on Schenme data structures (time table) are also part of the |ocal
Bulletin Board (see Fig.2 M.

A Data Collection Unit (4) conponent is responsible to periodically provide and
update statistical data to the Bulletin Board by interfacing to | ocal Resource
Managers or work | oad nmanagers (see Fig. 2 N).

The Band Transfornmer (5) conponent perforns the dynam c adaption of the

i ndi vidual Band to the demand (see Fig. 2 O. It gets recomrendations fromthe
Central Gid Service-Broker and is triggered by the Auction Unit. It utilizes

i nfornati on provided by the Bulletin Board (e.g. Arrival rate, win-loss rate,
mean and equilibrium market prices, profit situation, etc.). The Band
Transformer uses a plug-in type nechanismto allow for different kind of Filter
algorithms (e.g. using static, dynamic filtering).

It is closely coupled with the auction unit conmponent to allow for an i nmedi ate
adaptation on of the bands to the current demand and provide a feedback | oop for
t he supply of service-power.

To allow for an optimal processing of SRAJ by Resource Managers dedicated to

i ndi vi dual Bands, the Band Transformer perforns the setting of individual
paranmeters required by |ocal resource or work | oad managers (e.g. goal, class,
priority, enclaves, velocity, etc.).

The Dispatcher (6) component of the Distributed Grid Service-Broker is

responsi ble to dispatch SRAW which are eligible for processing (status ready) as
i ndi cated by the reservation schene tine table. This is done within a periodic
di spatch loop (see Fig. 2 P). The SRWJs are getting dispatched to | ocal Resource
or workl oad Manager exploring their local interface. A response |oop receives
results (responses, nessages, etc.) fromthe processing of the SRAU, which are
forwarded to the receiver conponent of Central Gid Service-Broker part.

The flow between the conponents for the data collection, auctioning, reservation
and di spatching of SRWJs in the Distributed Gid Service-Broker part is shown in
the interaction diagramFig. 2 R

A preferred enmbodi mrent of the inventive Gid Service-Broker in a |local narket
environnent is described now.

The | ocal market scenario shows the application of the Gid Service-Broker for
Service-Users having an individual contract (OTC = Over the counter) with the
Grid Service-Provider. The Service-User does not have the free choice in the

sel ection of other Service-Providers. The Quality of Service (SLA) could be used
in the contract. Even this is not a closed feedback | oop to the Service-User in
sense of an economic market the Gid Service-Broker works as a L3EoM Schedul er.

The maj or process flow of the Central Service-Broker and Distributed Service-
Br oker components is shown in Fig. 3A

The Central Service-Broker conponent receives service-requests from Service-
Users indicating the processing of conputing services. These service-requests



coul d span single application services, business process services and ot her
types of conputing services (including service-power-reservation) provided by
the Gid Service-Provider. The Central Service-Broker anal yses the service-
requests and maps themto a uni que feasible-set for individual product types
(Bands). Based on the product type an auction process is started periodically by
the Central Gid Service-Broker to all Distributed Gid Service-Brokers
counterparts belonging to a “demand-set” deternined by the Central Gid Service-
Broker. The Distributed Gid Service-Broker calculates its On-Demand-Val ue (ODV)
for the processing of each product type (band) and provi des an offer containing
the ODV-price to the Central -Broker conponent. If there is no service-power

avai | abl e based on the actual reservation-schene no offer will be provided.

The Central Gid Service-Broker evaluates the offers and builds a “proposal -set”
using its Utility function (e.g. Best Price). Reservation-requests are sent to
all the Distributed Grid Service-Brokers which are nenbers of the “proposal -
set”.

The scheduling of the chosen service-requests is done within the reservation
process | oop. Dispatching is perfornmed by the Distributed Grid Service-Broker
using the reservation-schenes tine table.

The Central Gid Service-Broker perforns the followi ng maj or tasks:

nonitors profit of Distributed-Gid-Processing-Domains (Balanced Score Card),
recomendati ons for the increase/decrease of service-power,

filtering of service-requests not matching,

schedul e service-request for Processing,

EOML3 Central Part (demand-set, feasible-set, utility-function, gl obal
optim zation, etc.)

Al'l these tasks have the objectives to reach gl obal (overall) Profit
Optinmi zati on.

The Distributed Gid Service-Broker perforns the follow ng mjor tasks:

dynam c adaptation of Bands to the demand (e.g. Arrival Rate, Auction w n/loss,
Mar ket trends, d obal Strategy),

cal cul at e on-denmand-val ue usi ng Service-Providers product strategy and pricing
nodel s for service-request,

Reservation schene,

Di spatchi ng of service-requests to the Resource Manager, and

EOML3 Distributed Part (supply, pricing function, local optimzation, etc.).
Al'l these tasks have the objective to reach local Profit Optimzation

A further preferred enbodi mrent of the inventive Gid Service-Broker in a d obal
Mar ket environment is described in conjunction with Fig. 3 B now

The gl obal nmarket scenario shows the application of the Gid Service-Broker for
gl obal Service-Users having either individual contracts (OTC = Over the counter)
or using standardi zed products fromthe Gid Service-Provider. The Service-Users
have the free choice in the selection of any Service-Provider which seens to
fulfill their needs. Quality of Service (SLA) could be used in the contracts.
This scenario is a typical global Gid Scenario as shown in Fig. 2 B. It
represents a cl osed feedback | oop between the Service-Users (demand) and the
Service-Providers (supply) in sense of an econonic narket. The Gid Service-



Broker works as a EOML3 Scheduler with a full Service-Brokerage functionality. A
Bul l etin board which can be accessed (queried) by a Service-User is supported to
announce the actual listed prices.

The maj or process of the Central Service-Broker conponent is shown in Fig. 3 B

The Central Service-Broker conponent receives service-requests from gl oba
Service-Users indicating the demand of conputing services. These service-
requests could span single application services, business process services and
ot her types of conputing services (including service-power-reservation
instruments |ike Forwards, Call Options, Sw ngs, Take-and-Pay etc.) provided by
the Gid Service-Provider. An external Bulletin Board allows Service-Users to
qguery on the actual nmarket prices for the different conputing services provided
by the Service-Provider. The Central Gid Service-Broker anal yses the service-
requests and nmaps themto a uni que feasible-set for individual product types
(Bands). Based on the product type an auction process is started periodically by
the Central Gid Service-Broker to all Distributed Gid Service-Brokers
counterparts belonging to a “denmand-set” deternined by the Central Service-
Broker. The DV for the processing of each product type (band) and provides an
of fer containing the ODV-price to the Central Service-Broker conponent. If there
is no service-power avail able based on the actual reservation-schenme no offer
wi |l be provided.

The Central Gid Service-Broker evaluates the offers and builds a reservation-
set using its Utility function (e.g. Best Price, supply-demand Matching
function). Reservation-requests are sent to all the Distributed Gid Service-
Brokers which are nenbers of the reservation-set. Scheduling of the service-
requests will be done together with the reservation-requests. Dispatching is
perfornmed by the Distributed Gid Service-Broker using the reservation schene.

The Central Gid Service-Broker perforns the followi ng maj or tasks:

monitors profit of Distributed Gid Processing Domai ns (Bal anced Score Card),
noni tors Capacity (denmand and supply),

cal cul at es and announce actual market prices (average and equilibrium,

recomendation reports for Distributed Grid Processing Donains (e.g. to
i ncrease/ decrease of service-power capacity),

support of instrunments for service-brokerage,
filtering of service-requests not matching,
schedul i ng of service-request for processing, and

EOML3 Central Part (denmand-set, feasible-set, utility-function, globa
optimization, etc.).

The Distributed Gid Service-Broker perforns the follow ng mjor tasks:

dynam ¢ adoption of Bands to the demand (e.g. Arrival Rate, Auction w n/loss,
Mar ket trends, d obal Strategy),

cal cul at e on-demand- val ue usi ng Service-Provi ders product strategy and pricing
nodel s for service-request,

Reservati on schene,
di spat chi ng of service-requests to the Resource Manager

EOWML3 Distributed Part (supply, pricing function, local optinization, etc.)



A further preferred enbodi ment of the inventive Grid Service-Broker with a
reservation functionality is described in conjunction with Fig. 3 C now.

This application scenario shows a functionality of the Gid Service-Broker to
handl e service-reservation-requests which are separate from servi ce-requests

i ntended for direct processing. A service-reservation-request is an option on a
speci fic amount of service-power in a given tinmefrane. Not to confuse with

servi ce-requests which have a tineline other than i mredi ate processing. Al so not
to confuse with the reservation requests send by the Central Gid Service-Broker
during the auction process (reservation-set) used to finalize the auction trade.

More or less the service-reservation-requests are handled sinilar to service-
requests not carrying out the processing step. The scheduling of a correspondi ng
service-request will be delayed or will never occur

The maj or process flow of the Central - Servi ce Broker conponent and the

Di stributed Broker conponent is shown in Fig. 3 C

The Central Service-Broker conponent receives service-reservation-requests from
gl obal Service-Users indicating an option to use a specific amunt of service-
power in a given tinmefrane for a given service-request. Due to the nature of a
gl obal market the service-users have a free choice for the selection of an
appropriate Service-Provider

These service-reservation-requests are service-power-reservation instrunents
like Call Options, Swi ngs, Take-and-Pay etc. offered by the Gid Service-
Provider. An external Bulletin Board allows Service-Users to query on the actual
mar ket prices for the different options provided by the Service-Provider. The
Central Grid Service-Broker anal yses the service-reservation-requests and naps
themto a uni que feasible-set for individual product types (Bands). Based on the
product type an auction process is started periodically by the Central Gid
Service-Broker to all Distributed Grid Service-Brokers counterparts belonging to
a denand-set determined by the Central Gid Service-Broker. The Distributed Gid
Servi ce-Broker calculates its On-Denmand-Value (ODV) for the processing of each
product type (band) and provides an offer containing the ODV-price to the
Central - Broker conponent. |If there is no service-power avail able based on the
actual reservation-schene no offer will be provided.

The Central Gid Service-Broker evaluates the offers and builds a reservation-
set using its Utility function (e.g. Best Price, supply-demand Matching
function). Reservation-requests are sent to all the Distributed Gid Service-
Brokers which are nmenbers of the reservation-set.

A service-user can then send a service-request taking the accepted service-
reservation-request option. This needs to take place before the option is
expired. The service-request will be scheduled at time of the option maturity.

In that specific enbodiment the Central Gid Service-Broker and the Distributed
Grid Service-Broker performthe sane tasks as described in enbodiment Fig. 3 B.

A further preferred enbodi nent of the inventive Gid Service-Broker with a novel
Met a- Schedul er functionality is described in conjunction with Fig. 3 DE now.

Mani fested in all the above processes is sophisticated novel feature inplenmented
as part of the Gid Service-Broker. This is a neta-scheduling type of

di stribution mechani smusing a Economic Optimzation Mdel scheduling policy
(EOML3) for the distribution of service-requests to Service-Provider Gid

domai ns. This neta-schedul er works with the abstracti on of conputing resources
to the |l evel of service-power as a comobdity neasured in basic Service-Units. A
Service-Provider can use comercial oriented quantifiable criteria’ s for the
specification of his optinization strategy.

The Met a- Schedul er uses the concept of Bands (busi ness product related capacity
of service-power) to optim ze the processing of different service-request types.



The al gorithm used to dynami cally manage these bands is called Band Distribution
Al gorithm for Processing Domains (BDAfPD). Fig. 3 D shows the principles of

BDAf PD and the maj or functional elements involved. The concept of Bands all ows
correlating service-requests directly with business products, business
processes, etc. offered by a Service-Provider. The foll owi ng advantage can be
realized using the nmeta-scheduler with BDAfPD for the processing of service-
requests conpared to the traditional approaches:

Dynani ¢ Band Managenent can be used to adapt the service-power (Band capacity)
on-demand to the service-requests (Supply-Demand Equilibriun). The Service-
Provi der can save costs for spare capacity not needed. The free capacity can
then be used for exanple to process non Gid rel ated business,

Maxi m ze the profit (throughput) for business products (service-requests) by
sinmply increasing the bandwi dth for these products in the Processi ng Domain
This can be based on periodically perforned profit eval uations (reconmendati ons)
done by the Grid Service-Broker,

Bands showing a bad profit in relation to others can be decreased by their
capacity or closed dynamcally (this is also true on the processing domain or
Service-Provider level). It allowto optinize the product and processi ng donain
portfolio according to the market denand,

The dynamic utilization of the cost-function in relation to service-power needed
for service-requests can be used to define a | arge bandwi dth or one single band
for service-requests. This allow to optim ze processing on PD | evel having

di fferent cost/processing structures for service-requests,

Fast rejection of service-requests before accepting them if the processing
domai ns (Service-Provider) have not the capabilities to process (using filter
and demand-set), instead of scheduling the service-request and payi ng busi ness
penalty if SLAs are violated or processing can not be executed.

Bands carry the attributes of the QoS committed by the Service-Provider to
process specific service-requests types. This allows for the usage of band
speci fic Resource Managers which are optinmized in the processing of specific
service-requests. This allows to reach an hi gher degree of QoS guarantee with
| ess penalty paynments and a higher utilization of service-requests providing a
hi gher profit for the band.

The neta-scheduling service of the Gid Service-Broker in conjunction with the
dynam ¢ band nmanagenent and BDAfPD al gorithm (see Fig. 3 E) provides a genera
framework to allow for the optinization of the Service-Providers profit
generated with the processing of service-requests. It allows for many types of
mul ti-objective optim zation algorithnms based on individual plug-ins for dynamc
band nmanagenment, On-Demand-Val ue cal cul ation, filter-functions, demand-sets and
feasi bl e-sets generation. The Grid Service-Broker dynamcally collects

hi erarchi cal data about current profit, prices, capacity, performance I|ndex,
QS, supply, demand, el apse-tine and other statistical information for

i ndi vi dual bands, processing domai ns and services-providers to support these

al gorithms.

A further preferred enbodi ment of the inventive Grid Service-Broker with the
Abstraction and Transformati on functionality is described now.

The abstraction of computing resources to the |evel of service-power is used by
the Gid Service-Broker to deal with this commpdity on a very granul ar base. The
servi ce-power provided by Grid processing domains is neasured in elenentary
Service-Units, which are also the basic accounting units for service-power used
on a processing domai n.



To calculate the total service-power, basic resource units are used which could
be for exanple CPU units, 1/Ounits, main storage units, application units, OS
units, Network units.

These basic resource units are multiplied by an individual weight reflecting
their relevance to others (e.g. cost factor). If we calculate the service-power
used to process a Service Request Work Unit SRWJt in a period tinmefrane of P on
a processing domain PD x having n basic resources, it can be fornul ated as:

=B &= YR 8" [

To transformthe service-power between different processing domai ns which have
di fferent processing performance, it can be defined the Service-Unit
transformati on factor to calculate neutral Service-Units for PD x as follows:

L
PDIM{:}’.
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The transformation factor can be derived using a reference processing-domain and
havi ng the basic resource weights given for the processing domains.

Anot her practical approach for getting the transfornmation factor is to use a PD
benchmark as foll ows:

J & TR ZSf < SRIWU ¥ (SRWU e M)
-]

which is calcul ated as the nean val ue of historical sanples mneeded to process
benchmark M on reference PD M = unconstrai ned m X

resulting in a PD coefficient of
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The initial estimation of the PD processing power is necessary, if a conbination
of heterogeneous PDs are given and the nmeasurenent of basic resource units is
done using different nethods. This neans that the |local resource nmanagers (or
wor k | oad managers) of the processing domains are using different nethods to
sanpl e the basic resource units. In an honbgenous environnent this can be

avoi ded by using a global sanpling netering.

At |least two different approaches can be used to calculate the neutral Service-
Units required by the Grid Service-Broker, which are initial benchmarking of the
PDs using a reference PD to calculate the PD coefficient or using conparable
performance data for the basic resource units of the PD to calculate the PD
coefficient.



A further preferred enbodi ment of the inventive Grid Service-Broker with a
reservation-scheme functionality is described in conjunction with Fig. 3 F/GH
now.

The Gid Service-Broker (Distributed Gid Service-Broker part) uses an advanced
reservation scheme to plan the processing. The schene allows for the planning of
servi ce-requests and service-reservation-requests. A basic reservation unit is
called “reservation-slot” which represents a fixed or variable capacity of
service-power in a single period of tine (see Fig. 3 Fand Fig.3 Q.

Using this reservation scheme the Distributed Gid Service-Broker optinizes the
processing according to QoS-Paraneter (e.g. Tineline, elapse-tinme, etc.) and
profit optinmnzation by snmoothing the peek-load denands over periods of tine.
This is also based on historical tine series analysis (e.g. Pl data, profit
data) collected by the data collection service over tine and eval uated by the
data historical simulation service.

A further preferred enbodi ment of the inventive Gid Service-Broker with a Data
Col  ection Service is described now

This is an additional conponent of the Distributed Gid Service-Broker which
ext ends the basic conponents. It deals with conpression and data sanpling
techni ques aimed to reduce the anpbunt of collected data resulting in pre-

anal yzed cleared tinme series.

A further preferred enbodi ment of the inventive Gid Service-Broker with Data
Hi storical Sinmulation Service is described now.

This is an additional conponent of the Central Gid Service-Broker which extends
t he basic conponents. It provides enhanced data anal ysis techni ques for
historical data to support projection and risk analysis for the SRW processing.

A further preferred enbodi nent of the Grid Service-Broker with a On Demand Val ue
Function is described now.

The On- Denmand- Val ue- Functi on (ODVF) which is used by the Distributed Gid
Servi ce-Broker deternines the actual market-val ue or On-Demand-Val ue (ODV) for
servi ce-request processing. The function represents a multi-objective

optim zation schene as shown in the attached table.

I ndi vi dual elements (which are thenselves functions) of the ODVF are the demand-
, supply-, price- (revenue), cost- and penalty-function. The ODV is cal cul ated
during the auction process for service-requests on a given tinme horizon
(timeline paraneter). Depending on the cal cul ated ODV, individual service-
requests can be ranked and sel ected during the auction process (with an offer
response) by the Distributed Gid Service-Broker (local profit optimzation).
The sane nechani smtakes place if service-power (capacity) is requested on an

i ndi vidual band | evel (capacity sealed bid auction process). In this case the
ODV is calculated for band capacity on a given tine horizon. It can be used for
exanpl e to adjust the band settings (e.g. higher ODV | eads to extend the band
capacity if needed and vice versa).
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An exanple of an ODVF with the function elenments price P, costs K and Penalty
can be fornul ated as foll ows:

[(SOf) =E*-II" -QF
=P(SRWU,)* —K(SRWU )* —Q(SRWU, )*

Pl ease note that supply and demand is expressed using the Performance | ndex
whi ch cal cul ates as:

SPDB?
PI* = demand® ZI: :
max.Supply  TSUP*

1 = number of bands

-

The price or revenue function for SRW i can be fornul ated based on an act ual
Performance Index Pl of the processing domain x in a tinme interval [t,T]

PDCost it e : : .
PSRWU,)* = ﬁ {1+ PIY + APIT)-PSUN, [(1-dizcount! dizcount _ correction)

~without reservation costs and PI5_, =PI}

Where the di scount correction is a function of the PI, which could be as
foll ows:

1-PI*
1+ PI*

The PI delta can be estimated using tinme series analysis on historical data and
Forwards cal cul ation (e.g. Mean reverting nodel); where the delta cal cul ates as
actual spot PI mnus the nean value of Forward Pl for interval T.

discount correction =1—
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API; = PI; —F(PI7) =PI —— » F(PI’
F =PI —F(PI) = PIZ — S F(PL)

Sample Period = N; PI; = timeseries start; T =n periods

An al ternate approach could be to use the nean value of Forward Call Options
calculation with financial instrunents (e.g. using Black & Schol es).

T
P

API; = = —— =F,(H(PI"), T;)

Sample Period = N; PI; = timeseries start; T = n periods

The cost function cal culates using a |linear approach according to the Projected
Service Units needed (PSUN) for the processing of SRAW type i.

K(SRWU, * = 2%t poun
TSUP*

Penalty functions relates directy to the Quality of Service function and the
probability of failure. The final penalty cost calculation is shown bel ow

Q* = (1-p(Q)-£q p(Q) = (PI*) Q(SRWU,)* = Q* -P(SRWU, )*
VWhere the probability of failure could be a sinple continues function |ike
p(2) =1-PI*’

or a nore conplex one |ike

P(Q)n+1 = P(Q)n + PIX -p(Q)n -(p(Q)Limit _P(Q)n)
p(€2), =1.0;p(2),. . =L <p(€2),;API =PI _increment

If no continuous formcan be derived, data fromtine series sanples based on
hi storical values can al so be used.

There are nmuch nore possibilities to derive and express the ODVF. A micro
econoni ¢ approach using a tatonenment process with excess functions has been
val i dated by the authors but will not be shown here.

A further preferred enbodi nent of the inventive Gid Service-Broker with the
Capacity Seal ed-Bid Auction is described in conjunction with Fig. 3 1/J/K now.

The Gid Service-Broker uses a novel type of auction to optimnize the

conmuni cati on between the Central Gid Service-Broker part and the Distributed
Grid Service-Broker part. The auction nechani sm has been call ed Capacity- Seal ed-
Bi d Auction. The general picture of scheduling SRWJs to appropriate processing
domains is shown in Fig. 3 1. This is a two step approach with an auction



mechanismas a first step followed by the distribution of SR\Ws as the second
st ep.

Using a standard aucti on nechanism (e.g. Sealed-Bid) would |l ead to the execution
of the two steps nentioned above for each SRAWJ arriving in the SRW queue. This
generates the protocol sequence of BID, BID Rsp, Reservation, Reservation-Rsp
etc. for each single SRAU (see Fig. 3 J for details on the protocol). Special
care need to be taken in this approach to allow auction retries for SRAUS not
served by PDs in the first auction run (otherwi se leading to a high rejection
rate of SRWJs, even PD service-power is available). For the standard auction
case these involves all SRWJs which | ost the auction to the w nner-SRWJs not
getting an offer fromthe PDs. This leads also to a pure utilization of PDs due
to bidding (congestion) for the same “attractive” SRWJ and having then spare
capacity for the auction period if the auction is |ost.

To reduce the comruni cati on overhead between the Central Gid Service-Broker and
Distributed Grid Service-Broker and to get an acceptable profit for the PDs a
sophi sticated aucti on nechani sm needs to be found. It nust reduce the rejection
rate of SRWJs if capacity is available, allow for auction retries and reduces
spare capacity of PDs |eading to a higher profit. The novel solution is called
Capacity- Seal ed-Bid Auction. The Central Gid Service-Broker clusters SRWJs for
each schedul er period by their individual type. The capacity is calculated for
the total service-power needed to process all SRWJs which naps to a specific
band type (see BDAfPD). An auction process with the Distributed Gid Service-
Brokers is started to get the required service-power (on band |level). The
Central Gid-Server Broker anal yses the Bl D Reponses (offers) fromthe
Distributed Grid Service-Brokers and matches the offered capacity to the
required capacity on SRW |l evel (e.g. using Best Price policy). SRWJ which
could not been matched (no service-power available) are allowed to join the next
auction run until a final retry is reached.

The inventive approach |eads to an overall reduction of conmunication overhead
bet ween the two Broker parts by a factor of 7 conpared to the standard sol ution
The profit of the PDs is increased for the sane experinent by 50% nore
utilization. These experinents also show that a retry count of 1 is sufficient
by our Capacity Seal ed-Bid Auction to avoid starvation of single SRAWJ conpared
to a retry count of nmore than 10 in the standard case.

A further preferred enbodi ment of the inventive Grid Service-Broker with a
Service Brokerage is described now.

This is an additional conponent of the Central and Distributed Gid Service-
Broker parts which extends the basic conponents of standard instrunents. It
provi des enhanced functionality for service trading based on financi al
instruments tailored to trade conputing service power. Instrunments supported
could be Forward and Option pricing e.g. Swing Options, Take-and-Pay Options,
Capacity Options, etc., which need to be priced for a future processing,
spanning 1 to n periods of elapse time, and having different requirenents in

QoS.

A further preferred enbodi nent of the inventive Grid Service-Broker with a
Servi ce- Request Processing (master-flow Controller) is described now

This is an additional conponent of the Distributed Gid Service-Broker which

ext ends the basic conponents. It provides a sophisticated mechanismfor the
schedul i ng and control of business process related applications based on a
conmon busi ness process description | anguage. It extends the |ocal resource
managers function to the level of a business process controller by the master-
flow controll er conmponent. This component is responsible to process, control and
moni tor a SRWJ rel ated busi ness process.

The inplenentation of the present invention in a prior art Gid architecture is
descri bed now. At first the najor conponents of the prior art Gid architecture



“d obus” are briefly described and then the inventive extensions are descri bed
in order to inplement the present invention into that prior art Gid
architecture.

Maj or conponents of G obus are shown in Fig. 4 A

The maj or G obus conponents are the Grid Resource Allocation Manager (GRAM
Cient and Server. The conmunication between Cient and Server takes place using
the @ obus Resource Specification Language Scripts (RSL). These scripts contain
the job and their correspondi ng execution paranmeters. The Job Manager conponent
of the GRAM Server interfaces to the local resource nmanagers to di spatch the

j obs schedul ed by the GRAMdient. The GRAM Cient receives status information
about the actual job execution and receives the final outputs via the d obal
Access to Secondary Storage (GASS) service.

The Dynamical |y Updated Request Online Coall ocator (DURCC) function of the GRAM
Clients (Fig. 4 B) allows for a distribution of inconmng jobs to different GRAM
Servers.

The Information Service of Aobus is realized via the Mnitoring and Di scovery
Service (MDS). It allows to nanage static and dynamic information of Gid
resources. This is shown in Fig. 4C.

Requests between MDS-Client and the information services conmponents runni ng at
di fferent hosts are using the Lightweight Directory Access Protocol (LDAP). The
collection of information data is performed by several conponents running at the
hosts. These are the AIS (Gid Informati on I ndex Service) which naintains

hi erarchi cal references to the resource information and the GRIS (Gid Resource
I nformation Service) which provides the resource information.

The inventive Gid Service-Broker extensions to the prior Art Grid architecture
— A obus - are described now.

Figure 5 A shows the overall technical structure and conmunication flow of the
present Grid Service-Broker solution. It is built of a Central Gid Service-
Broker part with six nmajor conponents and the corresponding Distributed Gid
Service-Broker part with al so six mjor conmponents as described in conjunction
with Fig. 2 C- 2R

Al'l of the major Gid Service-Broker conmponents are an extension to the prior
art Gid inplenentation shown with d obus. d obus does not provide any Gid
Service-Broker functionality. The Gid Service-Broker can use the d obus
conponents as an infrastructure alternative mainly for the nessage service and
the infornmation service. An adaptation of the relevant Gid Service-Broker
conponents to the @ obus infrastructure conmponents are shown bel ow.

Figure 5 B shows how the Distributor and Receiver conponents (6) are add-ons to
the @ obus GRAM servi ce described above to utilize it for the distribution of
Service-requests. This can be done by using a converter type nechanismto adjust
to the RSL scripts and the d obus data transfer.

The On-Denmand I nformation Service conponents (4,1) of the Gid Service-Broker
can use the dobus infrastructure to send and recei ve nessages (SRW nessage
contai ner) between the different Gid Service-Broker parts. This is shown in
Fig. 5C

The Gid Explorer function of the central Gid Service-Brokers On-Demand

I nformation Service component (4) is able to interface to the d obus MDS-dient
to conpl enent the global Bulletin Board information provided by the distributed
Grid Service-Broker this is shown in Fig. 5 D

Fig. 5 D shows the Gid Explorer of Central Gid Service-Broker part adapting to
the G obus MDS-Cient.



The data service function owned by the On-Denand | nformati on Servi ce conponent
(1) of the Distributed Grid Service-Broker can use a converter utility to adapt
to the LDAP schema and the d obus data information provider structures (see Fig.
5 E). This can be used to announce data collected by the Distributed Gid

Servi ce-Broker to the d obus data service.

The Band Transforner conponent of the Distributed Gid Service-Broker part could
be extended to use a RSL-Parser/Converter to receive G obus Job streans by the
GRAM Server and convert theminto the SRW Fornat needed by the Band Transforner
for using the BDAfPD. Grid-FTP could be interfaced by the Band Transforner to
send/receive job data. This is shown in Fig. 5 F.

For the dispatching of SRWMJs to | ocal Resource- and Wrkl oad Managers the

Di spat cher conponent of the Distributed Gid Service-Broker could use the
different GRAM Service interfaces to start and control jobs and send/receive the
j ob dat a.

This is shown with Fig. 5 G



Definition of terms used in the patent description

Servi ce- Request or: Denmands conputing service-power from service-requestors to be
used for the processing of individual requests. The terns and conditions for the
processing of the requests are negotiated with the Service-Broker which
represents a Service-Provider-domain.

Service-Provider: Ofers conmputing service-power to service-requestors. This can
be based on a “local” or “global” market scenario, depending on the individua
contracts used. The Service-Broker represents an individual Service-Provider by
the definition of a Service-Provider-domain.

Resource-centric: The classic approach to allocate resources in conputing
syst ens.

Service-centric: A new approach used by the Service-Broker on using conputing
resources. The traditional resource-centric approach on using computing
resources has been extended by the Service-Broker to a | evel of a service-
centric trading of conputing service-power neasured in Service-Units.

Servi ce-power: commodity which is traded by the Service-Broker. The projected-
service-units-needed (PSUN) to process individual service-requests on

processi ng-donai ns are used by the Service-Broker to determine the service-power
to be traded. The conputing service-power is neasured in Service-Units.

Servi ce- Request: appreciated formof a service-power-request or a service-power-
reservation-request fornmng a Service-Request-Wrk-Unit (SRW). It represents
and indivi dual request of an service-requestor to performor plan the
processi ng. The service-request format is defined and used by the Service-
Broker. Usually a service-request correlates to individual business products or
busi ness processes, which are supplied/ supported by a Service-Provider. These
are napped to bands by the Service-Broker. Transformation of individual type of
requests (e.g. Web-Services fornmats, customer specific formats, etc.) to the
servi ce-request format can be performed by a formatter-service.

Service-Unit: Basic neasurement unit of the service-power. The Service-Units are
defined and used by the Service-Broker in a way to be resource i ndependent and
to be general transfornable in a distributed, heterogeneous conputing
environnent. The tradi ng of service-power between service-requestors and
Service-Providers is perforned by a Servi ce-Broker conponent.

Servi ce-Provi der-Domai n: Set of processing-domai ns which belong to a uni que
Service-Provider. It represents the total service-power supplied by a Service-
Provider to be used by the Service-Broker for trading.

Processi ng- Domai n: Cluster of conputing power, which can be heterogeneous
systens (e.g. Gids) or honpbgenous systenms (e.g. High performance clusters |ike
| BM z/ GS Paral |l el Sysplex) or any conbi nation of these fornming a unique capacity
of service-power available for trading by the Service-Broker. The
characteristics (e.g. total service-power, band-types supported, QS, etc.) of
the processing-domain is filed in a processing-donain profile (PDP). The
processi ng-donai n represents an uni que nanagenent -donai n owned by the

Di stri but ed- Request - Broker part.

Servi ce-Broker: Major conmponent of the invention, which is located in a Service-
Provi der-donain. It applies to a set of nmethods and functions to performthe
tradi ng of service-power for a Service-Provider. It is responsible for the
tradi ng of service-power between service-requestors and Service-Providers.

Central Service-Broker: major part of the Service-Broker, which is located in a
Service-Provider-domain. It applies to a set of nethods and functions to perform
the tradi ng of service-power for the Service-Provider-donain. In addition a set



of methods and functions are used to allow for (global) profit optinization of a
Servi ce- Provi der - domai n.

Di stributed Service-Broker: major part of the Service-Broker, which is | ocated
i n each individual processing-domain. It applies to a set of nethods and
functions to performthe tradi ng of service-power for the processing-domain. In
addition a set of methods and functions are used to allow for (local) profit
optim zation of a processing-domain.

Mul ti-Qbjective-Optimzation: optim zation to be perforned having nultiple

obj ectives (dinensions). For exanple optinize the processing of service-requests
havi ng a given budget constrain, timeline, QS and maximn ze profit for the
Servi ce- Provi der.

Band Distribution Al gorithmfor Processing Domains: see BDAfPD

Servi ce-Provi der objectives: Paranmeters used to express the criteria s froma
Service-Provider for the processing of service-requests. This can be for
exanpl e: Use the cheapest processing donmin, Maxi m ze throughput of standard
busi ness, Maxinmi ze the Utilization of a processing donmain(s), Keep Quality of
Service and Busi ness Service Level Agreenents, use On-Denand-Val ue for Service
Request processing. These paranmeters are nmaintained in the provider-service-

el ement (PSE) profile.

Busi ness Products: These are products offered by a Service-Provider specified in
busi ness terns (e.g. travel booking, paynment order processing, etc.). The
products are defined with a fixed scope and quality. Usually business products
are built on or supported by business processes to deliver the required
functionality.

Busi ness Processes: Are processes which support a specific type of business.
There are several hierarchical |evels of business processes. The | evel which
supports a business product is called the master flow.

Reservation-schene: Applied nmethods and functions of the Distributed Service-
Broker part to handle the process of reservation for the planning of the traded
servi ce- power .

Reservation-slot: Basic reservation unit for service-power, which is a fixed or
vari abl e capacity of service-power in a single period of time. It is used by the
Reservation schene to plan service-requests for processing.

On-denmand- val ue: Expresses the market-val ue of a service-request for an

i ndi vi dual processing-domain. This takes into account the actual situation of

t he processing-domain (e.g. Performance | ndex, Costs, QS, reservation, etc.)
the operational risk for processing (QS, Penalties, expected future denand,
etc.) and the conpetitive market situation (nmean-price, equilibriumprice, price
strategy, etc.).

Performance | ndex: |Is a neasure on how good a conputing system processing-
domai n, Service-Provider.domain is perforn ng against a given target. The
target(s) can be expressed in ternms of utilization, response-tine, QS,
velocity, etc. or any synthetic value which could be a conbination nultiple
val ues.

Mar ket - val ue: Val ue nmeasured in paynment units which expresses the actual nmarket
price situation for good.

BDAf PD: Band Distribution Al gorithmfor Processing Domains.
A novel algorithmand set of nethods introduced by the Service-Broker. It allows
for a profit optimnization of the Service-Provider-domains.



CLAI MS

1. A Service-Broker infrastructure in a heterogeneous distributed conputing
envi ronnent conprising a Service Requester and a Service Provider having at

| east one processing donain, wherein said Service-Broker distributes service-
requests received fromthe Service-Requester to the Service—Provider, wherein
sai d Service-Broker infrastructure is

characterized by

a Central Service-Broker part and a Distributed Service-Broker part being
connected via comunication infrastructure,

wherein said Central Service-Broker part and said Distributed Service-Broker
part providing a service-centric approach, wherein said service-centric approach
provi des service-power neasured in Service-Units, wherein said Service-Units are
defined and used by said Service-Broker in a way to be a resource independent
and to be general transfornmable in a distributed heterogeneous environnent,

wherein said Central Service-Broker uses a Meta-Scheduling Service for

di stributing service-requests to the appropriate processing domains which is
based on projected Service-Units needed to process the incom ng service-
requests, wherein said Meta-Scheduling-Service receives collected i nformation
fromthe Distributed Service-Broker, said collected information conprises

i nformati on about the projected Service-Units needed to process the incom ng
requests and remmining service-power capacity on each of the Service-Provider
processi ng domai ns,

wherein said distribution of said service-requests to the appropriate processing
domains is perforned by Band Mappi ng conmponent being part of said Centra

Servi ce-Broker part nmapping incomng service-requests to a specific Band, each
Band represents a certain ampunt of Service-Power neasured in Service-Units with
an agreed Quality of Service,

wherein each of said Band can be dynanically configured by a Band Transf orner
being part of the Distributed Service-Broker which sets the individual Band
boundari es,

wherein the conjunction of the availability of service-power neasured in
Service-Units and the Band Mechanism all owi ng resource i ndependent and
transformabl e econom ¢ distribution of service requests within a heterogeneous
di stributed conputing environment.

2. The Service-Broker infrastructure according to claim1, wherein said Mta-
Schedul er uses an econom c optimn zati on nodel scheduling policy (EOWM3
schedul i ng policy).

3. The Service-Broker to claim 1, wherein said Meta-Scheduler is supported by
auction process to establish a market-price for the provided service-power of
t he individual Bands.

4. The Service-Broker infrastructure according to 1, wherein said auction
process is a Capacity-Seal ed-Bi d- Aucti on process.

5. The Service-Broker infrastructure according to claim4, wherein said

Di stributed Service-Broker uses an ON Demand- Val ue cal cul ation to represent the
processi ng domai n specific market-value for processing of service-requests and
to be used within said Capacity-Seal ed-Bi d- Aucti on process.

6. The Service-Broker infrastructure according to claiml, wherein said

Di stributed Service-Broker uses an advanced Reservation-schene for reserving
servi ce-power either by a service-power-request or service-power-reservation-
request.



7. The Service-Broker infrastructure according to claim®6, wherein said advanced
reservati on scheme uses reservation slots which is fixed or variable capacity of
service-power in a single period of tine.

8. The Service-Broker infrastructure according to 1, wherein said heterogeneous
environnent is a &id-Environnment.

9. The Service-Broker according to claim1, wherein each Band is characterized
by service-power provided, quality of service, price and cost structure,

dedi cat ed Resource Manager, and busi ness processes and busi ness products
support ed.

10. The Service-Broker according to claim1, wherein said Central Service-Broker
and said Distributed Service-Broker running within a Service-Provi der-Donain

11. The Service-Broker according to claim1, wherein said comruni cati on between
said Central —Service Broker and Distributed Service-Broker can be a Gid-
infrastructure, TCP/IP infrastructure using hyper sockets.

12. A nethod for providing conputing service power in a distributed

het er ogeneous environnment, wherein said distributed heterogeneous conputing
envi ronnent conprising a Service Requestor and Service-Provider connected via a
Servi ce-Broker infrastructure, wherein said Service-Broker distributes requests
recei ved fromthe Service-Requester to the Service—Provider having at |east one
processi ng donain

wherein said nethod conprising the steps of:
recei ving service requests fromsaid Service-Requestor
mappi ng said service requests to nultiple Bands provided by the Service-Broker

projecting Service Units to be processed for said service request on said mapped
Band,

buil ding a “demand set” of processing domai ns which have the needed Band t he
needed service power avail abl e,

requesting offers fromsaid processing donmain being part of the “demand set”,

buil ding “a proposal set” out of the received processing domain offers which
best fits the scheduling strategy, and

accepting the “proposal set “resulting in a reservation of service-power for the
accepted service-request.

13. Method according claim12, wherein said napping step can be based on quality
of service-power needed, business products and busi ness process used.

14. Method according to claim 12, wherein said projecting Service Units
col l ected provided the data collection service over tine can be based on
historical tinme series analysis.

15. Method according to claim 12, wherein said “demand set” is based on filter
criterias of the Service Provider strategy for scheduling of said service
requests.

16. Method according to claim15, wherein said filter criteria are “use the
cheapest processing domain”, “nmaximze throughput of standard business (specific
band type)”, “maxinize the utilization of the processing domain”, “keep quality
of service and business service-level agreenents”, On demand val ue for service-
request processing.



17. Method according to claim 12, wherein said step for requesting offers can be
carried out by a Capacity-Seal ed-Bit- Auction-process.

18. Method according to claim 12, wherein said “proposal set” is based on best
price strategy, |owest performance index, highest On Demand Val ue which are part
of the Service-Provider scheduling strategy.

19. Method according to claim 12, wherein said accepting step is performed by a
Reservation schene which is able to optimze the processing according to quality
of service-paraneter, utilization, and profit optimization targets by snoot hi ng
t he peek-1oad demands over tine.

20. Computer program product stored in the internal nmenory of a digita
conputer, containing parts of software code to execute the nethod in accordance
with claim12 - 19 if the product is

run on the conputer.
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® Closed User Group Service-Users sending Service Requests distributed over time

® Service-User don‘t have choice to select other Service-Providers (OTC contract)
® QoS committed via contract (SLAs for standardized products)
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® Global Service-Users sending Service Requests distributed over time
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® Global ServiceUsers sending Service-Reservation-Requests distributed over time
® Service-User have a free choice to select Service-Providers

e Instruments can be used for reservation (Call Options, SWING Options, Take-and-Play
Options, etc.)
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